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Abstract
Artificial intelligence (AI) has the potential to transform cancer therapeutic decision-making 
by improving diagnostics and personalizing treatments. This review explores the current and 
future impact of AI in oncology, focusing on its applications in radiology and pathology and 
the potential of large language models in treatment selection. Despite significant advance-
ments, AI integration into clinical workflows is limited due to challenges such as data qual-
ity, model accuracy, and lack of validation through clinical trials. We propose key strategies 
to address these challenges, including developing robust multicenter datasets, promoting 
practical AI model development, researching workflow integration and human–AI collab-
oration, leveraging lessons from AI in medical imaging, establishing evaluation guidelines, 
and incentivizing prospective clinical trials. By implementing these strategies, AI can signifi-
cantly enhance cancer care and patient outcomes, paving the way for its effective integration 
into oncology practice.

The Rapid Pace of AI Progress in Medicine

A rtificial intelligence (AI) has rapidly advanced over the past decade, combining 
new algorithms, efficient hardware, and large datasets, leading to advancements 
in deep learning. Medical research has leveraged deep learning for applications 

such as automated skin lesion classification.1,2 The emergence of large language models 
(LLMs), such as GPT-4, Claude, and Med-PaLM2, has enabled sophisticated natural lan-
guage processing of unstructured clinical data like electronic health records (EHRs).

State-of-the-art medical LLMs, such as Med-PaLM2, perform well on benchmark datasets, 
achieving up to 86.5% accuracy on the MedQA dataset,3 which consist of multiple-choice 
questions based on the United States Medical Licensing Examination. Physicians preferred 
Med-PaLM2’s answers over the physicians’ on eight of nine clinical utility axes.3 However, 
detailed performance results on oncology questions are lacking. Rydzewski et  al.4 specifi-
cally examined the performance of several LLMs on over 2000 oncology questions; GPT-4 
achieved the highest accuracy at 68.7%. While this compares reasonably well with human 
performers, GPT-4 and other LLMs demonstrated significant error rates, including overcon-
fidence, hallucinations, and inaccuracies.
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The Rise of Foundation Models in 
Cancer Diagnosis
Accurate diagnosis, which is crucial for effective treatment, 
is advancing with AI, particularly in cancer detection using 
radiology and pathology data. Studies have shown the 
clinical utility of AI in detecting breast cancer from mam-
mograms. In a study conducted in Hungary, AI, as an addi-
tional reader in breast cancer screening, achieved more 
cancer detections than double readings by physicians.5 The 
ScreenTrustCAD Swedish study showed that replacing one 
radiologist with an AI model resulted in a 4% higher can-
cer detection rate.6 Another study from Sweden showed 
that AI-assisted screening with triaging high-risk cases to a 
radiologist had equivalent performance to double readings, 
but reduced the workload by 44.3%.7 Similar performances 
were observed in lung cancer detection studies conducted 
in the United States and China, although prospective ran-
domized clinical trials (RCTs) are still needed.8,9

A common concern is that AI models perform well at med-
ical centers whose data they were trained on but lose per-
formance elsewhere due to dataset shifts.10 Such shifts, 
characterized as differences between development and 
deployment datasets, can affect performance, but data 
variability across sites and over time is often unclear. 
Foundation models, trained on large unlabeled datasets 
using self-supervised learning, address this by enabling 
fine-tuning for specific tasks.11 Examples of biomedical 
foundation models include Pal et  al.’s model for cancer 
imaging biomarker discovery trained from a dataset of 
11,467 radiographic lesions. Fine-tuned models based on 
that foundation model showed robust performance (area 
under the curve >0.95) in tasks like predicting anatomical 
site and lesion malignancy.12

After initial detection using imaging, a biopsy is performed 
for definitive diagnosis and staging. Scanned tissue slides 
can be analyzed using AI models as part of a digital pathol-
ogy workflow. Pathology AI models have achieved strong 
performance with deep learning. For example, the Paige 
digital pathology software achieved 96.6% sensitivity in 
prostate biopsy readings.13 Another automated deep-learn-
ing system achieved performance similar to pathologists 
for Gleason grading.14 Pathology foundation models like 
CONtrastive learning from Captions for Histopathology 
and Virchow have achieved high accuracy across bench-
marks, and the fine-tuned models performed well in diag-
nosing rare diseases.15,16 However, despite promising 
performance and recent U.S. Food and Drug Administration 

(FDA) clearances,17 prospective RCTs assessing these mod-
els in clinical settings are lacking, possibly due to integra-
tion challenges in existing workflows.

Large Language Models in 
Oncology: A Unique Opportunity
After diagnosis and staging, AI can theoretically enhance 
cancer care across multiple disciplines. In surgical oncol-
ogy, AI may be able to enhance preoperative planning and 
intraoperative decision-making. Machine learning algo-
rithms can analyze preoperative imaging to optimize surgi-
cal approaches and predict potential complications. During 
procedures, computer vision algorithms may be able to assist 
surgeons in identifying tumor margins and critical structures 
in real time, potentially improving surgical precision and 
reducing positive margin rates. These applications show par-
ticular promise in minimally invasive procedures, although 
implementation challenges, rigorous reliability assessment, 
and the need for prospective validation remain.18 Likewise, 
in radiation oncology, AI may eventually transform treat-
ment planning and delivery.19-21 Machine learning algo-
rithms can optimize radiation treatment plans, potentially 
reducing planning time,22 while improving target coverage 
and minimizing exposure to healthy tissue.23

AI can potentially assist oncologists’ central role in identify-
ing treatment options. Active research explores how molec-
ular alterations can be analyzed using AI to predict therapy 
responses, such as immunotherapies, though few are ready 
for clinical use.24-26 AI can assist by providing treatment 
guidance following accepted guidelines from the National 
Comprehensive Cancer Network (NCCN), the European 
Society for Medical Oncology (ESMO), or the Chinese 
Society of Clinical Oncology (CSCO), which have increased 
in complexity over the years. AI can also offer guidance 
when guidelines are lacking, such as after multiple ther-
apy failures,27 and help identify clinical trials for eligible 
patients. Managing potential adverse events is another area 
where AI could play a role.

These tasks rely on clinical data in the EHRs, which are 
often unstructured, making oncology a field in which LLMs 
could excel if they can effectively interpret unstructured 
data. Sushil et al. constructed a dataset of 40 deidentified 
cancer progress notes and assessed three recent LLMs in 
a zero-shot extraction of oncological information. GPT-4 
exhibited the best performance, with an average accuracy 
of 68%.28 These results indicate that LLMs are not yet 
ready for direct application to EHR data.
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Assuming LLMs receive reliable, curated EHR informa-
tion, their ability to provide accurate cancer treatment rec-
ommendations can be assessed. In a study by Chen et al., 
GPT-3.5 did not perform well; 34.3% of its treatment rec-
ommendations included nonconcordant treatments per 
NCCN guidelines, with 12.5% considered hallucinated.29 
Another study found that GPT-3.5 and Copilot provided 
completely correct responses in only 36% of scenarios, with 
inaccurate or misleading information in 24% of cases.30 
Benary et al. found that LLMs deviated substantially from 
expert recommendations in treatment options for advanced 
cancer cases.31 More promising results were achieved in a 
study by Marchi et al., where GPT-3.5 achieved accuracies 
of 85.3% for primary treatment selection.32

These studies explore the accuracy of LLMs in adhering 
to best practices and guidelines. When patients exhaust 
standard-of-care options, they may be eligible for clinical 
trials. Only a small fraction of cancer patients enroll in tri-
als,33 partly due to the absence of a systematic approach to 
matching patients with trials. Studies have addressed this 
using LLMs with promising performance34-36; for exam-
ple, Ferber et  al. achieved 92.7% accuracy in matching 
patients to trials using GPT-4.34 Practical implementation 
challenges remain, especially regarding the integration of 
real-time information processing and availability to support 
accelerated decision-making in settings where rapid care is 
needed. This is particularly crucial in the context of multi-
disciplinary team (MDT) meetings where timely access to 
and integration with existing MDT workflows are essential. 
Streamlining integration with MDT workflows, potentially 
through AI-powered clinical note generation from conver-
sations, could address these challenges.

While encouraging, these results lack the robustness needed 
for broad clinical use, except perhaps in matching patients 
to clinical trials. Variability may stem from different LLMs, 
prompting strategies and assessment approaches. Early 
results suggest that LLMs are not ready for autonomous use 
but point to potential utility in assisting clinicians, similar to 
AI models in radiology being assessed in prospective trials.

Discussion
Integrating AI into oncology decision-making presents 
a complex landscape of progress and challenges. While 
diagnostic applications in radiology and pathology show 
promising maturity, broader implementation in treat-
ment selection remains premature. A critical limitation is 
the inconsistent and often inadequate adherence of these 

models, particularly LLMs, to established clinical guide-
lines. This underscores the necessity for AI systems to more 
accurately capture and interpret multifaceted clinical data 
within EHRs. Current research needs to address standard-
ized prompt engineering techniques and methodologies for 
processing diverse medical documents. Moreover, the field 
lacks prospective RCTs, which are crucial for validating the 
clinical utility and safety of these AI systems before wide-
spread adoption.

Retrieval-augmented generation (RAG) enhances LLM 
outputs by incorporating references to authoritative knowl-
edge bases, such as ESMO or NCCN guidelines, and pro-
viding the added benefit of explainability by grounding 
responses in established medical knowledge. In a 2024 
study, the Almanac approach demonstrated superior per-
formance using RAG compared with standalone LLMs 
on the ClinicalQA benchmark in nononcology contexts.37 
Example-based prompting techniques, including one-shot 
and few-shot learning, aim to guide the LLM’s reasoning 
process by providing context-specific examples. However, 
the effectiveness of RAG and shot learning approaches in 
improving LLM performance for oncology applications 
remains largely untested in real-world patient data.

A critical factor potentially limiting AI model accuracy in 
oncology applications is the quality and quantity of oncol-
ogy-specific datasets used in training existing LLMs. For 
most LLMs, specific datasets, their origins, and curation 
methods are not fully disclosed. This lack of transparency 
extends to the weighting of different datasets in training 
pipelines, presenting challenges even for models optimized 
for medical applications. For instance, while clinical guide-
lines from organizations such as NCCN, ESMO, and CSCO 
are likely incorporated into training data, the specific ver-
sions used, and their relative importance compared with 
less reliable sources remain unclear.

Addressing these training data challenges presents sig-
nificant hurdles. Fine-tuning existing LLMs with spe-
cific, high-quality oncology data sources is one potential 
approach. However, the computational resources required 
for such endeavors may be prohibitive for most researchers 
and institutions. Incorporating real-world data into train-
ing sets could potentially enhance LLM accuracy in oncol-
ogy applications, but this approach faces multiple barriers. 
These include ensuring data integrity and accuracy, given 
the diverse sources and potential inconsistencies in real-
world data. Representation is another crucial issue, as cer-
tain real-world datasets may not adequately reflect diverse 
patient populations, potentially leading to biases in AI 
models. Standardization poses a significant challenge due 
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to variations in data collection methods and formats across 
different health care systems, making it difficult to integrate 
and analyze real-world data effectively. Moreover, the use 
of real-world patient data raises important privacy and eth-
ical concerns, as well as the need to navigate the complex 
landscape of health care data regulations across different 
jurisdictions. The scarcity of large, publicly available oncol-
ogy datasets reflecting real-world cases further impedes 
progress. Although some databases exist, their utility is 
often limited by restricted access to curated clinical data. 
The Genomics Evidence Neoplasia Information Exchange 
(GENIE) database is a notable exception, but is limited in 
focus and access for most users.38

Improving AI models requires addressing potential biases 
in training data. Rydzewski et al. evaluated LLMs on oncol-
ogy questions, revealing bias-related concerns with worse 
performance in female-predominant malignancies.4 Zack 
et al. showed that GPT-4 tended to exaggerate known prev-
alence differences when generating clinical vignettes,39 
underscoring the need for ongoing evaluation and mit-
igation strategies to prevent perpetuating health care 
inequities.

AI models in oncology will need to evolve to interpret 
increasingly complex molecular data from clinical and 
commercial laboratories. As molecular biomarkers become 
more prevalent in clinical guidelines, interpreting these 
sophisticated tests poses significant challenges for many 
health care professionals. For instance, determining 
whether a genetic mutation like BRCA is clearly loss-of-
function or a variant of unknown significance requires spe-
cialized knowledge that some clinicians may not possess. 
This challenge intensifies as cancer testing grows more 
sophisticated, incorporating elements such as mutational 
signatures, complex structural variants, and other biomark-
ers.40 AI models could potentially bridge the gap between 
rapidly advancing molecular diagnostics and clinical prac-
tice by assisting in this complex decision-making process. 
These models, trained on large datasets, could identify clin-
ically relevant alterations, address tumor heterogeneity, 
and suggest potential treatment options or clinical trials.

Our review of the literature reveals a significant limitation in 
AI applications aimed at supporting clinical decision-mak-
ing in oncology: the lack of high-quality data. Such datasets 
are critical not only for benchmarking and rigorous testing 
of AI models, followed ideally by clinical trials, but also for 
technical validation. This validation ensures that AI models 
consistently demonstrate accuracy, reliability, and robust-
ness across diverse datasets, including those that reflect 
different patient demographics and clinical conditions. It 

confirms that models perform as expected, free from biases, 
and can generalize effectively beyond their training data. 
Unfortunately, many studies evaluating LLMs rely on lim-
ited or proprietary datasets, which hinders reproducibility 
and broader research. In addition, RCTs may be necessary 
to clinically validate these models, assessing whether or not 
their predictions improve patient outcomes in real-world 
settings in a statistically significant and clinically meaning-
ful way. This step transcends technical accuracy to evalu-
ate the model’s safety, effectiveness, and impact on patient 
care. However, we found that outside radiology, RCTs eval-
uating the real-world impact of AI models in oncology are 
exceedingly rare, creating a critical gap in the validation 
needed for their widespread clinical use. To the best of our 
knowledge, there has not been any rigorous analysis of why 
there are so few RCTs of AI models in oncology (and in 
medicine in general). There is a view that traditional RCTs 
are impractical for AI models in medicine due to factors 
like clinical investigators’ discomfort with AI, the need to 
alter existing validated workflows, and a lack of dedicated 
funding. In addition, the rapid pace of AI development may 
render RCT results obsolete by the time they are published.

Key Actions for Effective AI 
Integration in Oncology Care
Our assessment outlined herein identifies several key 
actions essential for the impactful integration of AI in 
oncology care decision-making.

DEVELOPMENT OF ROBUST MULTICENTER 
DATASETS FOR AI TRAINING AND BENCHMARKING

The creation and curation of high-quality multicenter data-
sets are fundamental for training AI models and estab-
lishing reliable benchmarks. High-quality datasets should 
include diverse patient demographics, comprehensive lon-
gitudinal data, and detailed treatment outcomes, ensuring 
that they reflect the complexities of real-world oncology 
care. These datasets must accurately represent the diverse 
real-world data found in EHRs. This effort could involve 
expanding existing datasets, like those from the GENIE 
project, or establishing new, bespoke datasets tailored 
to oncology AI. For example, the EU-funded EUropean 
Federation for CAncer IMages (EUCAIM) project — a cor-
nerstone of the European Cancer Imaging Initiative — aims 
to create a federated “AI-ready” infrastructure encompass-
ing over 100,000 cancer cases with multimodal imaging 
data from distributed repositories across Europe.41 Given 
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the need for transparency regarding data provenance, bias 
minimization, and broad accessibility, the development 
of oncology AI datasets should be supported by federal 
initiatives (e.g., National Institutes of Health [NIH] and 
European Commission [EC]) or disease-specific nonprof-
its like the American Association for Cancer Research 
(AACR) or Project Data Sphere.42 Federal support is crucial 
to ensure scalability, credibility, and inclusivity, ultimately 
fostering trust within the oncology community. These 
datasets should prioritize diverse patient representation to 
address health care disparities and deliver equitable out-
comes across demographic and socioeconomic groups.

PROMOTION OF PRACTICAL ONCOLOGY AI  
MODEL DEVELOPMENT

Advancing research that develops practical oncology AI 
models is essential, but must be approached realistically 
given the challenges in health care environments, such as 
data privacy concerns, regulatory hurdles, and the need for 
robust validation in diverse patient populations. Models 
should prioritize specific, high-impact applications, such 
as improving diagnosis accuracy, streamlining treatment 
planning, and enhancing adverse event monitoring. For 
example, the phased integration of AI-driven decision 
support tools, such as the Sepsis Watch deep-learning 
model implemented at Duke University Health System, 
has demonstrated improved patient outcomes while min-
imizing disruptions, highlighting the feasibility of a grad-
ual approach.43 Rather than attempting to cover the entire 
oncology care continuum, stepwise implementation can 
make progress more manageable.

RESEARCH ON WORKFLOW INTEGRATION AND 
HUMAN–AI COLLABORATION

Effective workflow integration requires optimizing human–AI 
collaboration frameworks in oncology. Developing structured 
frameworks will define the evolving roles of AI and clinicians, 
ensuring safety and optimal outcomes. Research should 
investigate strategies to balance AI autonomy with clinician 
oversight, facilitating safe incorporation into clinical work-
flows. Prioritizing user-friendly human–computer interaction 
will enhance adoption and enable oncologists to interpret 
AI-generated recommendations for personalized care.

LEVERAGING LESSONS FROM AI-POWERED  
MEDICAL IMAGING

To maximize the impact of oncology AI models, leverag-
ing insights from AI-powered medical imaging is crucial. 
In these domains, AI tools have successfully augmented 

human experts in these domains and are evolving toward 
greater autonomy. Given the significant computational 
and data resources required for model training, govern-
ment agencies such as the Advanced Research Projects 
Agency for Health, NIH, and EC, alongside industry part-
ners, should provide funding support. Furthermore, these 
models must incorporate explainable AI features that allow 
clinicians to understand the rationale behind AI-generated 
recommendations, which is fundamental for fostering clin-
ical trust and adoption.

ESTABLISHMENT OF GUIDELINES AND 
BENCHMARKS FOR AI MODEL EVALUATION

Standardized guidelines and benchmarks are imperative 
for evaluating oncology AI models. These should cover 
accuracy metrics, transparency, performance thresh-
olds, and validation requirements. Datasets should reflect 
diverse demographics, and AI models must adhere to high 
evidence standards. Professional societies such as AACR, 
American Society of Clinical Oncology, ESMO, CSCO, and 
American Cancer Society, in collaboration with regulatory 
bodies such as the FDA and European Medicines Agency, 
should spearhead guideline development, emphasizing 
ongoing model updates, ethical considerations, patient pri-
vacy, informed consent, and addressing biases.

INCENTIVIZATION OF PROSPECTIVE RANDOMIZED 
CLINICAL TRIALS FOR ONCOLOGY AI

Oncology AI decision support tools should be seen as a 
novel paradigm for treatment selection and care manage-
ment rather than merely diagnostic tools. Unlike diagnostic 
tools that primarily detect disease presence, decision sup-
port tools provide comprehensive guidance on treatment 
options and care pathways. Similar to drug development, 
most AI models should undergo prospective RCTs to vali-
date their efficacy and patient benefits. The FDA mandates 
prospective trials for most therapeutic agents, and real-
world data may be considered in specific contexts. Robust 
clinical evidence is necessary for regulatory approval, 
reimbursement, incorporation into clinical guidelines, and 
trust-building among oncologists. To facilitate RCTs of 
oncology AI models, collaboration and financial support 
from industry and cooperative groups, such as the European 
Organisation for Research and Treatment of Cancer in 
Europe, and the Alliance for Clinical Trials in Oncology, 
Eastern Cooperative Oncology Group, the American 
College of Radiology Imaging Network, and Southwest 
Oncology Group in the United States, are critical. Moreover, 
developing reimbursement models through Medicare, 
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European health insurance systems (including national 
health services and statutory health insurance funds), and 
other payers is essential, contingent on the proven clinical 
utility of AI models. The lack of RCTs in oncology AI may 
be due to the perception that traditional RCTs are not fea-
sible for rapidly evolving AI models. One potential solution 
to this challenge is the use of adaptive trial designs, which 
would enable continuous model updates while preserving 
statistical rigor. In addition, the application of AI-driven 
tools for automated analysis of EHR data could streamline 
data collection and analysis, making pragmatic trials a more 
viable option for evaluating AI models in clinical oncology. 
On a different note, trials should also evaluate AI’s impact 
on patient engagement, patient understanding, and shared 
decision-making.

FOSTERING INTERDISCIPLINARY COLLABORATION 
AND EDUCATION

Successful AI deployment in oncology demands contribu-
tions from oncologists, data scientists, ethicists, and policy 
makers. Collaborative efforts are vital, as is incorporating 
AI-related education into medical curricula and continuing 
education for clinicians. Key topics should include machine 
learning fundamentals, ethical considerations, data pri-
vacy, AI model interpretation, and practical clinical integra-
tion. An interdisciplinary approach ensures that AI tools are 
developed with clinical needs, technical feasibility, and eth-
ical considerations in mind, preparing future oncologists to 
leverage these technologies effectively.

ADDRESSING LEGAL AND LIABILITY 
CONSIDERATIONS

As AI becomes more integral to clinical decision-making, 
legal frameworks must evolve to address responsibilities 
and liabilities. Legal experts, in collaboration with policy 
makers, should develop guidelines clarifying accountabil-
ity in cases of AI-assisted decision errors, particularly as 
systems grow more autonomous. This includes reviewing 
informed consent requirements for oncology care and clin-
ical trials, as well as evaluating potential impacts on the 
standard of care.

ADOPTION OF A GLOBAL PERSPECTIVE AND 
STANDARDIZATION

Cancer is a global health challenge, and AI solutions must 
be adaptable across international health care systems, with 
particular attention to the needs of low-resource settings. 
AI-assisted cervical cancer screening and diagnosis, which 
can alleviate the need for skilled cytologists and expand 

screening capabilities to underserved regions through por-
table AI devices, exemplifies the potential of AI to signifi-
cantly impact health care in low-resource settings.44

To ensure that AI models are applicable in diverse health 
care environments, it is important to consider variations in 
resources and regulatory frameworks. Silcox et al. empha-
size the need to build the necessary infrastructure to sup-
port AI development in global health care settings, focusing 
on improving data quality, fostering interoperability, and 
establishing robust governance frameworks.45 These strat-
egies are crucial for applying AI models effectively across 
different health care settings, highlighting the importance 
of international collaborations to establish global standards 
for oncology AI — including data sharing, model valida-
tion, and deployment — to maximize the benefits of AI in 
improving care quality worldwide. Less stringent regula-
tory environments, often found in low-resource settings, 
may also facilitate swifter implementation and broader 
impact of these AI technologies.

We believe that addressing these strategic actions is essen-
tial for bridging the gap between promising AI research and 
reliable oncology applications for treatment decision-mak-
ing. A systematic approach to AI implementation will 
ensure that its transformative potential is realized, provid-
ing meaningful benefits to patients, health care providers, 
and the global oncology community.
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